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Evolution of IP and transport networks

Transport plane legacy technology is SDH.
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Control plane: Interconnection models
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Data plane
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Multi-layer Traffic Engineering
Mechanisms
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Definition of MTE engineering
mechanisms

Algorithm 1 Single Threshold Longest By-Pass Algorithm @ Routing
L +— Map_Demand W DM _Layer( D, T, Routing) algorith m
for all V' as v do

(CF,. BOF,) — Cand_Paths{v, Cin )
P — CPUCPE,
BECP — BCFPU BCP,

end for
for i = maxlength(CP) to 2 do
tor all ©' FPllength ==1) as ep do
if Bep = O then 6 4
L — update_load(cp) Find
(C'F, BOFP) «— update_cand_list( L) possibl e
end if
end for bypasses
end for n 3
Voo : Longest | | Largest
% 7\ L fist !_ first _! 1
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Definition of MTE engineering
mechanisms
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Impact of MTE on the IP over WDM
architecture

Traffic Matrix ~ U[0,1]

* End-to-end traffic
scaled.

European network with

Multi-layer routers In

each node.

Routing mechanisms Shul e ~\
SP and ECMP. -
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Results
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Conclusions

Definition of two MTE algorithms to deal with the
congestion of the IP layer in network operator.
* Firstly use the already deployed IP resources.

Performance:
® Longest algorithm achieves a higher congestion reduction.
® Largest algorithm establishes less lightpaths.

Future work:

®* Comparison of these mechanisms with cost oriented
optimization algorithm.

* Implementation of such algorithms in PCE based
architectures.
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Thank you!!
Questions?

This work was carried out with the support:
BONE NoE and the Spanish project: Multilayer networks
(TEC2008-02552-E).
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