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Abstract Multi-layer optimization enables the operators to optimize their packet and transport 
resources. Application awareness will provide potential savings as well as offer a better adaptation of 
network services to applications. 

Planning in multi-layer environments 
During the last decades, backbone networks 
have experienced a clear trend towards 
simplification. IP/MPLS technology became the 
current standard in packet core networks, while 
WDM/OTN networks with GMPLS control plane 
emerges as the next generation transport 
network. It combines the scalability of WDM 
technologies with the dynamicity provided by a 
control plane. Besides, even though IP/MPLS 
and WDM/OTN still represent two significantly 
different domains, previous work1 demonstrates 
that significant CAPEX savings could be 
obtained by a rational combination of packet and 
optical resources. 
When deploying a packet/optical network, the 
network operator must consider which is the 
virtual topology to deploy (Fig. 1a). Services 
between the routers can be offered using 
different alternatives. The operator may decide 
to purchase more IP interfaces, as depicted in 
Fig. 1b, or to deploy new fibers between the 
routers to use grey interfaces or use direct fibers 
between the routers (Fig. 1c). The fourth 
alternative is to invest on transponders and 
ROADMs to create direct connections between 
the routers, as shown in Fig. 1d. In real 
deployments, such process is a mixture of the 
previous alternatives, aimed at minimizing 
CAPEX while ensuring that enough bandwidth 
to serve customers’ demands is provided. 
Beyond realizing a cost-effective network, 
operators must cater to the needs of customers’ 
applications. Indeed, many applications may be 

better served by services that are not 
necessarily constrained by just bandwidth, but 
also by other network parameters such as 
latency, jitter, reliability, data location, etc., thus 
requiring more complex transport services. 
In this paper, we present relevant operator use 
cases in which the introduction of application-
awareness can produce benefits in the offline 
planning and the online operations of multi-layer 
transport networks. 

Application-aware planning 
The application-aware planning concept 
considers the optimum allocation of IP and 
Optical layer resources according to the 
requested connectivity specifications, imposed 
by the applications. These specifications are 
denoted as service requirements and include 
the set of networking characteristics that must 
be met through a joint IP-Optical multi-layer 
resource allocation process. The adopted 
process considers 4 general options for the 
allocation of resources to service requirements: 
- Opt1 – the use of an existing single-hop IP link 

(over an established end-to-end optical path) 
- Opt2 – the use of an existing multi-hop IP link 

(over multiple optical paths) 
- Opt3 – the set-up of a single-hop IP link (by 

setting-up a direct end-to-end optical path) 
- Opt4 – the set-up of a multi-hop IP link (by 

setting up an optical path that extends an 
already established IP link) 

The concept is based on the work presented 
here2. However, the options are prioritised 
differently for each service requirement. So for 
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Fig. 1: Alternatives to increase network capacity 
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