End-to-end service provisioning across MPLS and IP/WDM domains
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Abstract— Metro and core networks have been traditionally designed and managed by different departments within network operators. Moreover, even in the cases where both metro and core networks are based on the same technology, e.g. MPLS, services need to be provided separately per domain. This historic separation is now being questioned in light of the potential cost efficiency and lower time-to-market that an end-to-end service provisioning could bring, especially in a cloud ready context, where the traffic demands are less predictable and fast provisioning is needed.

This paper presents the drivers, enablers and challenges for an end-to-end service provisioning, in which a multi-layer IP/MPLS over WDM core and MPLS based metro networks are coordinated to support dynamic service provisioning. The feasibility of the end-to-end service provisioning is demonstrated in an experimental activity using commercial IP/MPLS routers, optical nodes and a network controller triggering control plane mechanisms.
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I. INTRODUCTION

EXISTING transport networks have been designed to support a relatively small number of connections with fairly static demands. However, the explosion of broadband connections imposes an unprecedented traffic growth in telecommunication networks with very high cumulative annual growth rates. An example of this huge traffic growth is the forecast from Cisco [1] that predicts an annual IP traffic growth of 29% from 2011 to 2016.

So far, the main connectivity demands have been driven by residential Internet access and business services. In this context, end-to-end service provisioning can take up to several weeks, which is acceptable for most end-users. However, data center services are becoming an essential component in the traffic sources for network operators [2]. The bandwidth requirements of cloud services are much more variable [3] than traditional services, and their network usage highly depends on the kind of service installed by the user in the cloud. Measurements used in [3] are for intra-data center traffic, but businesses are migrating from a private cloud paradigm to a hybrid cloud [4]. In hybrid cloud scenarios, the internal infrastructure of a company must coordinate with external resources (public or private). Therefore, hybrid cloud leads to a single cloud where some resources are in the company’s network and others are in the Internet. For daily tasks, users might utilize the IT resources in the company, but external resources could also be used on-demand. This foreseen scenario leads to an increment in the service provisioning demands due to the inter-data center variable traffic. Thus, network operators will need to manage this context of dynamic end-to-end service provisioning efficiently.

During the last decade, operators have started introducing MPLS in new areas within their networks (for example, to implement transport services in their metros). The resulting MPLS domains are typically managed independently and have little interactions with the rest of the network segments. In such context, as MPLS is a common underlying technology, there is an effort in the industry to find solutions towards a single, yet scalable, MPLS domain, able to offer end-to-end services. This unique signaling domain in the whole network would be the main outcome of MPLS E2E architectures.

In large operators’ networks typically more than one IGP area exists (e.g. metros and core). Currently, services, which traverse these areas, require of specific manual configurations in the areas’ borders, which makes the service provisioning more complex, time consuming and expensive. Also, with time, the allocation of network resources would not be optimized, and there would be a higher possibility of failure. In this context, it would be desirable that an automatic mechanism to provision services through different areas existed. Moreover, if certain network parameters, such as bandwidth, delay, etc. could also be provisioned, that would facilitate the provisioning of certain services.

While MPLS E2E solution solves the multi-area problem, core networks are typically based on an IP/MPLS network over reconfigurable wavelength switched optical network (WSON). Again, both layers are operated isolated, and the configuration of the IP/MPLS routers is done by a different department than the optical equipment, which leads to inefficiencies. To optimize them there is an increasing interest in the coordination in this multi-layer network [5]. The interface between routers and optical equipment was traditionally UNI. However, as new parameters are required to increase the information between both layers, an extended UNI similar to an E-NNI interface is under discussion [6].

Two additional key elements are proposed to help as well in the coordination of such multi-layer architectures: the Path Computation Element (PCE) and the Virtual Network Topology Manager (VNTM) [7]. The aim of the PCE is to calculate the route between two endpoints, especially in complex scenarios (e.g. WSON with physical impairments, multilayer or multi-domain). On the other hand, the VNTM is in charge of maintaining the topology of the upper layer by connections management in the lower layer. The final entity
required for this process is a network controller, which orchestrates the network creation process based on network measurements or failure detection [8].

The remaining is organized as follows: Section II summarizes current approaches towards a higher interaction on the one hand among MPLS segments, with focus on Seamless MPLS, and on the other hand between IP/MPLS and WDM networks. Next, Section III presents how both approaches can be combined to support end-to-end services in metro and core networks. Section IV presents the details of an experimental demonstration of end-to-end service provisioning, showing the feasibility of the multi-domain multi-layer end-to-end approach. To the best of the authors’ knowledge this is the first experiment coordination in metro and multi-layer core networks. Finally, Section V concludes

II. TOWARDS NETWORK AUTOMATION TO SUPPORT CLOUD-SERVICES

Current network architectures implemented by most operators do not enable dynamic provisioning of connections in multi-area scenarios, e.g. interconnecting metro and core networks. Moreover, these networks seldom present multi-layer capabilities. Latest industry efforts towards these goals are described hereafter, as a first requirement for elastic on-demand bandwidth provisioning for cloud services [2].

The cloud computing paradigm provides a new model for service delivery where the Information Technology (IT) resources form a pool able to attend multiple service demands by means of a dynamic assignment of resources, like CPU or storage capacity, either physical or virtual (by using some abstraction mechanisms). The variability of the cloud computing resides on the capability of virtualizing host instances where some services or processes are deployed. The virtualization technology allows a flexible management of IT resources, distributing them as needed either among distinct servers into a data center, or even spreading them across several data centers connected to the network. That distribution can even cross administrative boundaries, and involve public and private data center.

A highly scalable and flexible infrastructure providing on-demand capabilities easily adapts to the business requirements of cloud users, as well as allows the efficient utilization of the cloud provider resources. In this multi-tenant model, the sharing of resources among users reduces costs and maximizes utilization, leveraging the economy of scale. For instance, enterprise oriented cloud usage scenarios already demand combined computing and network resource provisioning. This implies requirements to address issues such as low latency, guaranteed bandwidth, application-centric management, security service consistency and energy efficiency. The combined cloud and network resource provisioning requires that a number of services and control systems interoperate at different stages of the whole provisioning process.

As stated in [2], three fundamental pillars are required in the migration path for cloud-aware transport networks:

1. **Flexible data plane technologies.** It is required to introduce new technologies providing transport flexibility reconfiguration and adaptability to change the assigned capacity to the actual demand.

2. **New control mechanisms.** Network control mechanisms have to be deployed allowing intelligent and automatic network processes.

3. **Coordination.** There are two main topics regarding coordination. On the one hand, it is needed to coordinate the context of both the application and the network, jointly considering the needs of both strata in a coherent manner. On the other hand, a network controller is required to orchestrate such process.

For this work, flexible data plane is possible thanks to the utilization of Seamless MPLS. Secondly, network control is carried out using a multi-layer control plane. Both technologies are explained in the next section. Regarding coordination, this work proposes a neutral term we have called network controller. According to the state of the art, there are three approaches which can play such role of coordination, namely: (1) Active Stateful PCE [9], (2) Software Defined Networking (SDN) controller [10], and (3) ABNO architecture [11].

Active Stateful PCE is a path computation entity, which can maintain the sessions for the LSPs or even create LSPs in the network. To cope with such coordination role, the main problem Active PCE has is that its interface in PCEP. To use Active PCE from a cloud service, cloud system should know which are the routing information of the network elements and PCEP is not a protocol included usually in cloud frameworks like OpenStack [12] or OpenNebula [13].

SDN strictly decouples control and data plane in the network equipment. Almost bare-bones hardware network elements switch data packets, while there is a SDN controller, which configures network elements based on the network information it has. This SDN controller has to fulfill three functions: (1) discovery, (2) provisioning and (3) monitoring. These functionalities are not defined yet for a SDN controller. OpenFlow protocol [14] is gaining momentum as the interface for provisioning, but there is not a clear candidate for the other functions. However, OpenFlow does not support all configuration capabilities so other interfaces should be included like NetConf or CLI.

Finally, ABNO architecture is a toolbox with multiple standard components, which can cope with orchestration use cases as it is defined in [11]. Although ABNO defines multiple components in the architecture, depending on the scenario or the use case, they can be used or not. The advantage of ABNO architecture is that interfaces and modules are defined based on standard protocols and entities and functionalities are clearly split, which facilitates its deployment in realistic scenarios.

III. TECHNOLOGIES IN METRO AND CORE NETWORKS

To allow horizontal and vertical orchestration for end-to-end services across MPLS and IP/WDM domains, it is required two technologies seamless MPLS and Multi-layer Management.

A. **Seamless MPLS**

Seamless MPLS [15] is not a new protocol or set of
protocols, but a new network architecture, based on existing standards, for the resolution of scalable E2E MPLS networks.

An important feature in Seamless MPLS is that the network boundaries disappear in the service plane: services can be created provisioning only at the source and destination nodes. The resulting plane decoupling (service vs. transport) provides the following nodes classification: access (AN), service (SN) and transport (TN). Paths are established among access and service nodes, while transport nodes have no knowledge of the service itself.

Seamless MPLS solves the scalability issues by the introduction of two concepts: (1) division in routing areas and (2) MPLS hierarchy. In the most typical case, there would be three label levels: (1) intra-area, (2) inter-area and (3) E2E service. LDP or RSVP can be used for intra-area signaling. Inter-area signaling is solved by Labeled-BGP, both in the edge nodes where ANs and SNs are connected, and at the Area Border Routers (ABR), which are the frontier nodes between different routing areas. Finally, E2E services are typically instantiated over pseudowires, establishing T-LDP sessions between ANs and SNs only.

Fig. 1 presents the previously defined E2E architecture and its service provisioning. As depicted, there exist different areas where LSPs must be created. These intra-area LSPs can be established by using either RSVP or LDP allowing, together with the inter-area L-BGP signaling, the E2E services establishment over pseudowires. Connection mechanisms proposed in Seamless MPLS for access and service nodes are out of the scope of this paper, but are also MPLS-based.

Thus, the described Seamless MPLS architecture allows for multi-area service creation with management operations only at the service ends, avoiding intermediate equipment configuration steps that would increase Network Management Systems (NMS) complexity and Operational Expenditures (OpEx).

B. Multilayer Management

On most occasions, multi-layer core networks are currently managed separately in each layer. This means a different NMS per layer, and therefore an increment in the cost and in the network management tasks that imply human interaction.

The control plane appears as a set of functions (routing, resource reservation and link management) which are done automatically and distributed in the network. This automatic process allows reducing the management complexity for a network operator: the operator must trigger the path establishment, but routing and resources reservation are done automatically by the control plane. Nowadays in multi-layer networks, control plane, as happens for management systems, also operates separately in each layer, with different elements and switching technologies. This section presents a multi-layer control plane architecture to solve such lack of interoperability between layers.

First, the key elements of the multi-layer control plane (TE-Links, Hierarchical LSPs and ML-PCE) are presented, together with two network entities (Network Management System and Virtual Network Topology Manager) which help to automate the process while there is not an integrated multi-layer control plane.

The ML-PCE (Multi-Layer PCE) is a standardized entity, evolution from the transport layer PCE, which also considers the IP/MPLS topology, allowing multi-layer path computation.

Hierarchical LSPs is a model definition to encapsulate different switching technologies to allow higher granularity in resource reservation across layers. This hierarchy of LSPs is achieved through the encapsulation of LSPs and helps to give a logic vision of all the connections in the different layers of the network. One of the main goals of hierarchical LSPs is to increase network scalability.

Finally, TE-Links concept is applied to two types of network adjacencies: the connections between different layers equipment (known as inter-layer links) and the logical connections between two nodes on the same layer, but which need to cross other layers to establish the adjacency. This concept allows operating in a simple way keeping in mind at any moment the information relevant for each procedure to be performed in the network.

There are different models for the control plane to be used in multi-layer environments. “Peer” model and “overlay” model are the two main approaches, but current operator’s networks typically use “overlay” because of the lack of multi-vendor interoperability between layers.

The “overlay” model for multi-layer networks works as a client/server model. The IP/MPLS upper layer can be considered as the client layer, while the Transport layer works as the server layer. In this context, the client layer requests a connection to the transport layer through the UNI (User to Network Interface), which is an interface standardized by the IETF.

UNI works with RSVP-TE (and the extensions to GMPLS) for resource reservation, and OSPF-TE to notify the new adjacencies in the client layer after the resource reservation in the transport layer. Even though UNI allows reserving resources across the transport layer, it has not the multi-layer topology knowledge which is needed to plan in an optimal way the network creation process in any network.

To do this in an automated fashion, VNTM provides control plane information and functions to decrease the network controller tasks to be done in terms of multi-layer topology computation and configuration. The VNTM’s main functions are the following:
• Gather and update inter-layer connectivity information between IP/MPLS and transport equipment.
• Compute and create a virtual topology table with current and potential forwarding adjacencies between IP/MPLS nodes. This table will include specific information about links such as metrics and Shared Risk Link Group (SRLG) traversed in the virtual topology.
• Automatically trigger multi-layer restoration mechanisms when critical unrecoverable failures take place in the network.

IV. SEAMLESS MPLS AND MULTI-LAYER ARCHITECTURE COMPATIBILITY

Seamless MPLS consists of an architecture where MPLS can be used to provide connectivity between each node of the MPLS network. It is especially useful for network scenarios where it is needed to create services between two metropolitan areas crossing a core network with a different MPLS protocol stack. On the other hand, core network may be based in a multi-layer approach with some degree of coordination.

For some services, like Cloud-based applications, compatibility between Seamless MPLS and multi-layer core network may imply that the core network must be able to provide network connectivity with some degree of QoS for the services demanded by Seamless MPLS pseudowires (PW).

To achieve the required compatibility degree, core network operation must be automated to provide bandwidth for PW requests. To do so, core network must have an extended UNI, automated IP equipment configuration, and VNTM and ML-PCE entities.

A use case of Seamless MPLS and multi-layer architecture coordination is a data center request to connect to a public cloud in a different MAN. The idea is that the network operator just configures both ends (terminal equipment in both MANs) and the full procedure of the service establishment is done automatically. If all core network links are already established and the free bandwidth is enough, the multi-layer architecture is not involved in the request handling. However, if we take into count other parameters as for example, end to end delay, jitter or other QoS parameters, it should be checked if the PW copes with them.

If the existent established paths cannot cope with the parameters requested, then the multi-layer core network has to create new paths to provide the desired QoS for the requested PW. This is the use case demonstrated in Section IV. For this use case, we assume there is not enough bandwidth in the LSPs already established in the core network. As result of a new service request an E2E PW is tried to establish, but the network controller detects there is not enough bandwidth for the service. As a consequence, the automated multi-layer core network reconfigures itself creating a new path increasing the bandwidth to allow the new service reservation.

V. EXPERIMENTAL DEMONSTRATION OF E2E SERVICE PROVISIONING

A. Experimental Set-Up

The experimental set-up consists of three MPLS network domains, emulating two MANs connected by a core network. Each MAN also has an ALU 7750, which is used as end point for the E2E services (the pseudowires are established between both ALU routers). The multi-layer core network has four ADVA FSP3000 optical nodes managed with GMPLS control plane and three Juniper MX routers. Two of them are acting as Seamless ABR nodes separating core and metro areas.

RSVP and LDP are used in the set-up. The former is used in both MANs and the latter for the core network. Target LDP is used for the E2E PW signaling and GMPLS and standard UNI for resource reservation across core network. The addressing scheme is presented in Fig. 2.

In the test bed there have also been deployed in house developments of a network controller, a ML-PCE and a VNTM for the tasks defined in Section II-B. The network controller configures ALU 7750 nodes for PW establishment via CLI and of the Juniper MX routers to establish the new IP/MPLS adjacency across the transport layer. All entities are connected in a LAN to have control plane reachability.

B. Use Case Scenario

A bandwidth on-demand use case is demonstrated in this experimental set-up. To show the coordination between the metro and core networks, the initial scenario is configured without enough bandwidth in the core network for the requested service. The associated service provisioning workflow is depicted in Fig. 3.

Let us assume that a data center requests a new connection to the network controller (1). First, network controller checks if the required resources (BW in this case) are or not available. To do so, a PCEP request is sent to the ML-PCE (2). As we have defined the network without enough bandwidth for the new request, the ML-PCE responses with NO PATH based on TED information (3). The network controller launches a request to VNTM (4) for creation of new resources between the end points in the core network. VNTM then asks ML-PCE which is the best alternative for a new link across the core network (5-6), and triggers its creation within the network (7), which is done by means of the standard UNI. After acknowledgment from the network nodes (8), VNTM

Fig. 2. Seamless MPLS E2E provisioning
the interface to configure network elements is pushed in FP7 ONE project. Interfaces for the configuration of IP/MPLS and optical networks are shown in previous work. Following some Wireshark captures are shown with some details in metro and core networks. The delay to set up the new path in the core network is available at this moment, the human operator’s acceptance, after a detailed testing procedure, which might also need to be acknowledged by human intervention.

ACKNOWLEDGMENTS

This work was partially supported by the ONE project in the FP7 Program, contract number INFSO-ICT-258300.

REFERENCES