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Abstract— This paper provides an overview of the recent
developments in research and the IETF standardization body
on using a path computation element in complex telecom net-
working scenarios such as the multi-layer and multi-domain
cases. Implications on the control plane when using such element
are addressed as well as the required protocol extensions. The
emerging impairment-aware routing and wavelength assignment
problem is extensively treated for networks using lightpaths.

I. INTRODUCTION

The recent attention that path computation element (PCE)
architectures have received is mainly because of its potential to
provide feasible solutions for multi-layer networks and to solve
the interconnection of services into multiple domains [1]. In
particular, complex routing problems emerge when lightpaths
cross multiple domains combined with multi-layer traffic en-
gineering. This work aims to provide an up to date overview
of efforts made by the research community and the IETF
standardization body to increase the performance of a complex
PCE-based network architecture. The issues are considered
both from the control and the management planes.

The remaining is organized as follows: Section II provides
the basics of the PCE and show its position in different kinds
of networks. The PCE protocols are introduced as well as the
efforts to extend these to support impairment-aware routing.
Section III discusses the state-of-the-art in impairment-aware
routing. The automation of the control and management plane
based on a PCE is presented in section IV. Finally, the paper
is summarized in section V.

II. PATH COMPUTATION ELEMENT: THE BASICS

The path computation element is “an entity (component,
application, or network node) that is capable of computing a
network path or route based on a network graph and applying
computational constraints” [2]. This definition allows multiple
configuration modes as explained in the following.

A. Location

The PCE can be part of the network management system
(NMS) such that given a service request, the NMS requests a
path to the PCE. The PCE requires the state information of
the network which is stored in the traffic engineering database
(TED). Once the PCE provides an answer to the NMS, the
configuration is sent to the network elements to setup the
service. This situation is depicted in Fig. 1
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Fig. 1. Path computation element: Tool of the network management plane

Instead of adding the PCE functionality into the manage-
ment plane (MP), the PCE can also be located into the control
plane. If so, path computation client (PCC) is present which is
an entity that requests paths to the PCE. Usually this PCC is
an edge generalized multi-protocol label switching (GMPLS)
router that can compute the route in a distributed way using
standard GMPLS routing algorithms or it can request a path to
the PCE when the routing algorithm is not standard. The PCE
can be located with the PCC or it can be a separate server. Both
cases are shown in Fig. 3 (a) and (b). The collocated solution is
easier to implement and it does not require a request/response
standard solution. On the other hand, the separated server
solution uses the standard request/response protocol and it
allows for a single PCE entity for multiple PCCs.

B. Multi-layer and single-domain PCE interconnection

There are two centralized and two distributed intercon-
nection models for the PCE in multi-layer networks. The
centralized models are the following two [3]:
• Single multi-layer PCE: This architecture has a single

PCE that is able to have information from all the layers
in the network. This PCE may be located at any location
in an integrated control plane or in the management plane.

• PCE/virtual network topology manager (VNTM): The
VNTM is the network topology shown to the upper
layer [4] as shown in Fig. 2. The upper layer (IP; PCE)
can ask for extra connections of the lower layer (optical
cross connect, OXC; VNTM). Moreover, the VNTM
could change the connections to the upper layer if its
policies indicate that it is a better option. The operation
mode of the VNTM could be any solution even using
another PCE.
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Fig. 3. Two different path computation element configurations

Regarding the distributed solutions for the PCE, the following
two can be distinguished [3]:

• Multiple cooperating single-layer PCEs: This option uses
a PCE at each layer and they can exchange requests, when
it is required. Because of this request exchange, the upper
layer can ask for connections to the lower layer, so they
can modify the upper layer topology. Besides, as there
are two PCEs, this solution requires a lower computation
complexity in the algorithms at each PCE.

• Multiple multi-layer PCE: This architecture has multiple
multi-layer PCEs so all the PCEs have information about
each layer in the network. The PCCs can request a path
computation to any of the PCEs, but most likely the
closest one. A second option is that the PCCs send queries
to a given PCE which in turn can forward the request to
any of the other PCEs, thus reducing computation time.

Authors in [5] compare some single-layer and multi-layer
PCE architectural proposals, and [6] briefly describes the
characteristics of 5 PCE approaches and assess them in terms
of set-up delay.

C. Multi-layer and multi-domain PCE interconnection

The main motivation behind PCEs deployment is to tackle
the problem of multi-domain label switched paths (LSPs)
establishment. As a result, it is then possible to compute
paths through multiple domains. The interconnection model
for a multi-domain PCE scenario is shown in Fig. 4. Authors
in [7] provide an overview of the developments in the area of
PCE-based traffic engineering in GMPLS networks, analyze
the PCE approach in multi-domain networks in detail, and
compare its performance with existing solutions.

TED

PCE

PCC

TE

Information

Path

Request

Network 

Element

GMPLS

Network 

Element

GMPLS

PCC

TED

PCE

PCC

TE 

Info

Request /Response

Network 

Element

GMPLS

Fig. 4. PCE in a multi-layer multi-domain network environment
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Fig. 5. Per-domain path computation by a PCE

Fig. 4 shows that there is at least one PCE at each domain
and the interconnection model between the PCEs is based on
the request/response protocol. When there is a request from
the domain A to the domain B, the PCC sends the request to
the PCE A, which forwards this request to PCE B. The PCE B
provides a path or a failure in the procedure. This is the general
procedure, but there are three different computation methods
namely the per-domain path computation, simple cooperating
PCEs and backward recursive path computation (BRPC). Each
method is discussed in the following.

1) Per-domain path computation: At this approach, each
PCE computes the path from its ingress to egress router in
its domain. Consequently, all domains from the source to the
destination must be known beforehand by the PCE in the
source domain. This is an issue, since there is not a mechanism
to choose the most suitable domains from the source to
the destination. Moreover, if there are multiple connections
between the domains, the PCE1 may provide a path that is
optimal locally, but not overall (Fig 5).

2) Simple cooperating PCEs: The cooperating PCEs con-
figuration allows the PCEs to exchange information in order to
find a better end-to-end connection. Each PCE sends the best
solution to the next PCE in the chain, but the neighboring PCE
can suggest another connection to the former PCE. However,
each connection is chosen locally which means that when
the optimum end-to-end path does not use the local optimum
paths, then the global solution cannot be found (Fig. 6).
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Fig. 6. Simple cooperating PCEs
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Fig. 7. Backward recursive path computation

3) Backward recursive path computation: The BRPC
method starts at the destination domain, which sends to his
neighbor the cost from the edge router to the destination node
hence termed backwards [8]. As a result, the neighboring
domain can create a tree with its egress nodes and the des-
tination node. This process continues until the origin domain
which then selects the best end-to-end path. Fig. 7 depicts
three connected domains with one PCE per domain. Using
BRPC, PCE1 sends a request to PCE2, which forwards it to
the PCE3. The PCE3 replies with the distance from its border
nodes (Q and R) with the domain 2. The PCE2 carries out the
same operation sending a tree with the possible combinations
from 1 to 3. When multiple domains are interconnected such
information exchange can be complicated. If the intermediate
domains are known, this process is easier. Border gateway
protocols (BGPs) can be used to select the possible domains
to check this PCE based computation. Unfortunately, BRPC
does not scale with complex multi-domain topologies.

Fig. 8 shows an example of a hierarchical PCE architec-
ture. In this architecture there are some PCEs, and they are
organized in multiple levels. Hierarchical PCEs do not have
information of the whole network, but are only aware of the
connectivity among the domains and provide coordination to
the PCEs. The path request is sent to an upper-hierarchically
PCE, which ask to the subsidiary PCE about their connec-
tivity between the candidate inter-domain connections. Once
this answer is known, the best solution is selected and it
is transmitted to the source PCE. Such scenario is shown
in Fig. 8. This hierarchical model fits with the model for
the automatic switched optical network (ASON), since the
networks are composed by sub-networks and the routing areas
have relationship between peers.

D. Discovery

The previous architecture definition assumes that the PCCs
are able to detect where the PCEs are located. However, such
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Fig. 8. Hierarchical multi-domain path computation element configuration

assumption requires a mechanism to discover the PCEs that
are operating in a given domain. Moreover, it is important
to advertise the capabilities of each PCE. Such information
allows PCCs and PCEs to carry out load balancing and to
select the most appropriate computation algorithm for a given
service. An option to solve this problem is to manually con-
figure the PCCs, but this increases the management overhead.
Extension of the interior gateway protocol (IGP) enables these
functionalities. The extensions for “advertising optional router
capabilities” in [9], [10] allow the open shortest path first
(OSPF) and intermediate system-intermediate system (IS-IS)
protocols to inform their neighbors with extra information.
Moreover, these extensions are also included in [11], [12]. The
information is included in type-length-value (TLV) objects,
which inform about the IP address of the PCE, its operation
domain, the neighbor domains. As a result, a PCC can select
the most suitable PCE to solve a path computation request.

E. PCEP Protocol and extensions to WSONs

The path computation element protocol (PCEP) is a
request/response based protocol. It is a session-based protocol
and operates over the transport control protocol (TCP) [13],
[14]. First the PCE and PCC open a session and they negotiate
parameters by using seven possible messages namely Open,
Keepalive, Request, Response, Notify, Error
and Close. These are all used in six different situations
denoted Session creation, Session keepalive,
Patch computation, Notification messages,
Error messages, and Session close [14]. Based
on the description of the PCEP protocol, a PCC could be
permanently connected to the PCE or only when there is a
request. Depending on the number of requests, one solution
can be more suitable than the other.

PCEP may also be used between cooperating PCEs. In the
following, the requirements are discussed in order to support
wavelength switched optical networks (WSONs) by PCEP,
and consequently to support PCE deployment in such network
scenario [15].

1) Resource allocation in WSONs: Currently, optical trans-
port network (OTNs) are evolving from point-to-point (PTP)
dense wavelength division multiplexing (DWDM) links to
wavelength switched or routed optical networks (WSONs;



WRONs) where optical wavelengths may be all-optically
switched or routed before being optically-electrically con-
verted, optically converted to another wavelength, or 3R (re-
amplification, reshaping, retiming) regenerated.

The path established by a single wavelength in a WSON
is denoted as a lightpath because the wavelength passes
through at least one optically transparent node. A lightpath
is limited in its reach and therefore “islands of transparency”
can be defined [16]. The growth in size of such islands is
driven by reducing capital and operational expenditures in the
network, i.e. in most cases it is cheaper to route the lightpaths
in the optical domain instead of processing them at higher
(electronic) layers. However, the all-optical routes give rise to
a wavelength-continuity constraint in the network.

It may be intuitively understood that impairments experi-
enced by a lightpath during transmission may accumulate to
unacceptable levels. So not only a routing and wavelength
assignment (RWA) problem has to be solved, but also the
impairments of the optical physical layer have to be taken
as a constraint. In the latter case the RWA problem becomes
the impairment-aware RWA (IA-RWA) problem. The RWA
problem is well-known and can be solved using many different
schemes [17] while the IA-RWA problem currently receives
much interest. For example, [18], [19] present recent research
on such algorithms. Which impairments of the optical layer
should be taken in to account strongly depends on the refer-
ence network, the IA-RWA algorithm and the computational
requirements of the PCE.

2) Extending PCEP for IA-RWA in WSONs: If PCEP is
to support IA-RWA algorithms, it needs to fulfill additional
requirements. The PCEP session initiated at the PCC should
allow to set up a WSON RWA request and additional attributes
are needed in the PCEP messages to allow for IV-information.

3) Computational requirements: The RFC [13] defines 6
types of objective functions that must be supported in a
PCEP which are grouped by unsynchronized and synchronized
functions. The former consists of the shortest path, least
loaded path, and maximum available bandwidth path. The
latter consists of minimize aggregate bandwidth consumption
on all links, maximize the residual bandwidth on the most
loaded link, and minimize the cumulative cost of a set of
diverse paths. Then, the RFC [20] defines in detail that list
of functions; however, as mentioned in [13] in section 5.1.14,
new algorithms may be implemented without impacting PCEP.

III. IMPAIRMENT-AWARENESS IN WSONS

It is of increasing importance to monitor the status of the
physical layer and to determine the influence of impairments
on an ad-hoc or real-time basis such that this information can
be taken into account when a routing decision has to be made.
As mentioned in [21], the optical characteristics of the optical
network elements should be made available to the entity which
makes the IA-RWA decisions. Such entity can be a single
PCE unit centrally located in the network or several PCEs in
a cooperative way which store(s) the data in the TED. The
most important linear impairments are optical signal to noise

ratio (OSNR), residual chromatic dispersion (CD), polarization
mode dispersion (PMD) and cumulative penalties due to filter
cascading or wavelength converters while also a large number
of non-linear effects exist such as phase noise, self-phase
and cross-phase modulation, and four-wave mixing [22]. It
is common to take a single value for the linear and non-linear
effects, in dB and rad/s respectively.

Many vendors of stand-alone optical monitoring equipment
can be found that monitor one or more of the following
characteristics of the optical channel: the OSNR, the optical
wavelength, and the optical power. The products are mostly
denoted as optical channel monitoring (OCM) or optical per-
formance monitoring (OPM) devices, and the output is mostly
given on a per-wavelength basis. All routers are equipped
with functionality to monitor the status of the optical links
and typically a dedicated service channel is used to send this
information across the link.

An operator may have several modulation formats or bit
rates active in its network, e.g. in case of a migration scenario
or selected channel upgrading, so it may not be able to
monitor all channels using a single OPM or OCM solution
due to a trade-off between the cost and the performance of
the devices. The main issue is the limited spectral resolution
used (typically 0.1 nm) to reduce the costs, and different
modulation formats used in adjacent wavelengths may then
become undistinguishable, especially after traversing many
fiber spans. Essentially, it is possible to measure the figures
of merit simultaneously for different modulation formats [23].
The former may be a reason not to maintain a large variety
in modulation formats in the network, and especially across
adjacent lightpaths.

Recently, the advances made in the processing power of
analog-to-digital and digital-to-analog converters has enabled
the usage of complex signal processing techniques in order
to compensate for accumulated CD and PMD. In principle,
electronic CD compensation can be done without deploying
any dispersion compensating fiber along the transmission
path, for example by using maximum likelihood sequence
estimation [24]. Coherent detection in combination with dig-
ital signal processing is to become the de-facto means of
transmission using advanced constellation modulation formats
such as differential quadrature phase shift keying (DQPSK) on
polarization multiplexed channels. These techniques provide a
large throughput at moderate symbol rates with an increased
robustness against optical impairments and/or compensation
on a real-time basis. To that respect, these are powerful
techniques to reduce the cost of the optical layer in an IA-
RWA algorithm if several impairments are fully compensated
for.

Recent work shows a PCE test-bed, which computes wave-
length routing with shared path projection [25]. Authors
in [26] analyze a PCE-based solution to take optical link
impairments into account during path computing in contrast
to using the routing (OSPF-TE) or the signaling protocol
(RSVP-TE) for this matter. A physical parameter database
(PPD) is created which contains any type of information
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about the physical properties of the network links. In that
paper, only link length is considered and optical time domain
reflectometry is used to collect the information. Based on
the architecture proposed in [26], [27] considers impairment-
aware traffic engineering using a so-called signaling approach
(SA; via OSPF or RSVP) or a PCE and include OSNR into
the PPD. The main objective of that work is to compare the
SA (centralized) and the PCE (distributed) approaches.

IV. AUTOMATION OF THE CONTROL PLANE

The PCE requires information about the network state for
the path computation. Traditionally, such collection process
is done using the link state protocols, but there are other
alternatives [28]. GMPLS networks compute the paths based
on the state information transmitted in a distributed way via
the IGP, OSPF-traffic engineering (TE) or ISIS-TE. However,
as PCE extends this computation process with more complex
algorithms, it requires new information that may not be present
at each network node. For instance, IA-RWA algorithms
require some state information and the physical impairments
which add more parameters to such computational process. In
the definition of PCE architecture [2], there is no definition
about how to fill in such TED. Authors in [28] propose
alternatives to carry out such information collecting process.

A. TED architectural solutions

The main solution for filling TED is based on IGP-TE pro-
tocols. IGP-TE protocols exchange two kinds of information
which is link state (LS) and TE, so two databases exist namely
the link state database (LSDB) and the traffic engineering
database (TED). The TED is a subset of the LSDB. The IP
protocol only uses LS information, but MPLS and GMPLS
can also use TE information next to LS information.

Each node knows accurately the local link information;
however, it should not be flooded across the network since
not all nodes are interested on this information but only the
PCEs. In GMPLS enabled networks, TE information is sent
via the opaque link-state advertisements (LSA) [29]. This
selective sharing information process reduces the requirements
of the nodes in terms of CPU, bandwidth, etc. Additionally
reutilizing IGP-TE protocols allows the integration with the
currently deployed equipment in the networks. There are 3
ways to do such information exchange, namely 1) All PCEs
informed, 2) A server informed, and 3) A PCE informed [28].
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B. Model based on GMPLS

The GMPLS framework operates with a signaling protocol
(RSVP-TE or CR-LDP) and an IGP-TE protocol (like ISIS-TE
or OSPF-TE). Fig. 9 depicts how the PCE can be placed into
the control plane. Accordingly, the PCE can sniff the LSA
messages that are transmitted using OSPF-TE. In GMPLS-
enabled networks and when there is a new path request, it
is made via the UNI interface as in Fig. 9. The edge routers
should add the PCC functionalities, so they can request the
PCE for the new path. Using the control plane links, the PCEP
messages are transmitted. The RFC [30] defines the extension
of OSPF to add traffic engineering capabilities to OSPF v2.
The LSA messages are not modified in OSPF v3. The TE
LSAs are sent frequently depending on their utilization. Even
though GMPLS readily supports WSON signaling [31], [32],
extensions are required to allow a specific identification of
wavelengths and signals [33]. Nowadays, it is possible to select
a wavelength using GMPLS, but extensions are required to
send information on the modulation format and bit rate.

C. Model based on SNMP

Not all equipment readily deployed in the network is GM-
PLS enabled. It is possible to monitor the status of the network
via SNMP protocol. Fig. 10 illustrates the PCE architecture
when it is located into the management plane (MP). An SNMP
manager is located in the MP and monitors the status of
the network equipment. The TED can be filled using the
information obtained via SNMP, i.e. the status of the IP and
optical layer. The communication between the PCC and PCE
remains similar to the GMPLS-based case. Once there is a
path request from the UNI interface (or the NMS), the PCC
requests a computation that is solved by the PCE.

V. SUMMARY

A detailed overview is provided of state-of-the-art in path
computation elements to be placed in high capacity WDM net-
works using lightpaths by reviewing developments in research
and activities in the IETF standardization body. The following
topics are reviewed: multi-layer and multi-domain traffic en-
gineering, implications on the control plane for GMPLS and
SMNP, impairment-aware RWA, and the PCEP protocols.



ACKNOWLEDGEMENTS

We gratefully acknowledge Jorge López de Vergara for
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