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Abstract—Backbone networks are migrating to
IP over WDM architectures. In such multi-layer
network configurations, it is necessary to combine
efficiently the resources of both layers in order to
provide enhanced Quality of Service (QoS) to the end-
users. In the context of existing IP networks, Flow-
Aware Networking (FAN) has been proposed in order
to provide QoS guarantees to multiplexed IP flows
within an IP router. FAN is based on implicit admis-
sion control and per-flow scheduling. In this paper,
we propose a new node architecture that extends the
FAN concept to IP over WDM overlayed networks
in which both optical and electronic resources are
available. Three different policies are introduced to
decide on which criteria an IP flow arriving at a
node must be bifurcated from the standard FAN
architecture to be forwarded onto a transparent
lightpath up to its destination. The performance of
the three proposed policies are discussed in terms of
goodput and of queueing delay.

Index Terms—Quality of Service; FAN; Multi-
Layer FAN; Traffic engineering; IP over WDM.

I. INTRODUCTION

The provisioning of Quality of Service (QoS)
to applications implemented at the end-nodes is
one of the key issues in the engineering of
the Next-Generation Internet. Besides network re-
source overprovisioning, two main approaches for
QoS support in IP networks have been proposed in
the literature: IntServ and DiffServ. The former is
well-known for its lack of scalability due to the soft
state of the virtual circuits on which rely this tech-
nique [1]. The latter requires a signaling channel
and a control plane based on complex algorithms
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to address packet marking and metering. Such a
mechanisms lead to an expensive approach for
QoS provisioning. In this context, a new approach,
called Flow-Aware Networking (FAN [2], [3], [4],
[5]) has been proposed as a promising technology
to manage congestion control in IP networks and
to provide QoS to applications.

Essentially, FAN operates at packet level and im-
plicitly distinguishes between two types of flows:
streaming (or priority flows), and elastic (or non-
priority flows). Streaming flows typically refer to
voice or video applications (UDP), whereas elas-
tic flows typically refer to TCP/IP sessions. The
FAN architecture is designed in order to meet two
main objectives: (1) minimize the queueing delay
suffered by streaming flows in the routers; and (2)
intend to provide a minimum fair rate to the elastic
flows. When FAN cannot satisfy these minimum
requirements, it rejects incoming flows. By using
such an admission control policy, FAN keeps into
service the already admitted flows, thus assuring a
minimal QoS under overloaded conditions.

In a first approach, FAN was conceived to oper-
ate at the IP level without any information about
the underlying layers. With the current technology
trends, network operators are gradually migrating
to an IP over WDM paradigm, mainly to benefit
of a larger transmission capacity on each opti-
cal fiber. Unlike current protocol stacks such as
IP/ATM/SDH, the IP and WDM layers remain
relatively independent. This is the reason why
we propose an adaptation of the FAN concept
to IP/WDM architectures, and by extension to
multi-layer capable routers including optical and
electronic switching [6].

We define the concept of Multi-layer FAN
(MFAN) as a router architecture enabling to handle
optical resources provided by WDM technology
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Fig. 1. End-to-end transparent lightpaths and hop by hop
opaque lightpaths.

within the FAN architecture. When a new data flow
arrives at a MFAN node, this node first tries to
deal with the packets of this flow at the IP layer. If
the IP layer is already busy, the flow is transferred
to the optical layer whereas this layer benefits of
available resources. Figure 1 illustrates the archi-
tecture of the considered IP/WDM network. FAN
operates at the IP layer, IP packets being routed and
forwarded via hop by hop lightpaths from source
to destination. If an incoming flow is bifurcated
from the IP layer to the optical layer, one assumes
that one or several transparent lightpaths are pre-
established between the source and the destination.
The optical switching technology used at the WDM
Layer is based on Wavelength Selective Switches
(WSS) themselves on Reconfigurable Add-Drop
Multiplexors (ROADM). Data flows to be trans-
mitted at the optical layer are buffered in a simple
FIFO queue at the source MFAN node. The trans-
mission technique at the optical layer is based on
optical bursts with random size. By simplification
one assumes that an optical burst corresponds to
an IP packet. As it is depicted in Figure 1, an
intermediate node between the source node and
the destination node may insert along the lightpath
between this pair of nodes its own optical bursts.
Similarly, an intermediate node may extract up-
stream optical bursts for which it is the destination.
Such a transparent optical circuit linking a source
to multiple destinations is known as a light-trail [7],
[8]. Traffic inserted at an intermediate node along
a light-trail may be viewed as a cross-traffic for
the optical layer. We can then estimate that MFAN
nodes are located at the ingress and egress nodes
of a transparent optical cloud.

The remainder of this paper is organized as
follows. In Section II, we introduce the concept
of FAN. In Section III, we describe the MFAN
architecture. A set of three policies is proposed
to manage the transfer of an IP flow from the
electrical layer to the optical layer. In Section IV,
we outline the benefits and drawbacks of MFAN
from simulation. Finally, section V concludes this
work and proposes a few perspectives.

I
:fr Yes PFL database | Fov!
] Fow?2
| =

I

i
]
I
i
]
I
I
i
I
I

Access denied

Fig. 2. FAN Admission Control Flow Diagrams.

II. FLow AWARE NETWORKING

Flow-Aware Networking (FAN) was proposed in
[3] as a new approach to offer Quality of Service
to the Next-Generation Internet, based on implicit
classification and admission control of incoming
flows, and flow-based scheduling.

Essentially, FAN performs such implicit classifi-
cation of flows into either streaming (high-priority)
or elastic (low-priority), and defines an admission
control mechanism which seeks two objectives. On
the one hand, it gives preference to streaming flows
on attempts to minimise the delay they experience
but, at the same time, it aims at assuring a mini-
mum useful data rate (also known as goodput) to
elastic flows.

To this end, FAN defines two parameters: The
Priority Load (PL) and Fair Rate (/'R). Fair Rate
is an estimation of the bandwidth that an incoming
flow would receive if admitted, while Priority Load
is an estimation of the service rate of streaming
packets in the queue.

Incoming flows are denied access to the system,
when the FAN architecture can not guarantee a
given performance level (delay and fair rate). This
admission control mechanism is depicted in fig. 2.

The complete process is as follows: When a
packet arrives at the system, the admission con-
trol finds the flow it belongs to, namely f,, and
evaluates whether such f;, is in its inner Protected
Flow List (PFL). This list stores the ids of each
flow already accepted by FAN and transmitted
over the IP layer. If f, € PFL, then the packet
is served. Otherwise, the packet is part of a new
flow which must pass through the FAN admission
control process. When so, it is tested whether
PL < Thpy, and FR > Thpg, that is, if a given
QoS guarantees defined by the Thpy and Thpg
thresholds are maintained or not. If this is the case,
the new flow is accepted; otherwise, it is rejected.

Although flows already accepted are somehow
protected, only those flows which transmit at a
lower rate than Thpgr are treated as streaming
flows (high-priority). All the others are considered
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as elastic flows and receive less preference. This is
done in order to avoid flows which abuse from the
system resources.

Finally, a Priority Fair Queueing (PFQ) algo-
rithm, as defined in [4] (which is based on the
Start Fair Queueing algorithm [9]), is used to give
preference to streaming flows over elastic flows.

Basically, PFQ is a PIFO (Push In First Out)
queue, which stores packet information (flow iden-
tifier, size and memory location) and timestamp,
the latter determined by the SFQ algorithm. The
PFQ queue is split into two areas delimited by
a priority pointer (see fig. 3), whereby streaming
flows are temporally stored at the priority queue
area (at the head of the queue), and the elastic
flows are stored at the tail of the queue. Preference
is given to the priority area since it is served
before the non-priority area. Finally, the queue
stores elastic and streaming packet count statistics,
which are further used to compute the values of
PL and FR.

In addition, an Active Flow List (AFL) is main-
tained by the PFQ. This list is similar to the PFL
defined above, but it also saves the amount of
packets transmitted per flow in the recent past.
The flows with the greatest amount of transmitted
packets (also known as greatest “backlog”) may
be discarded under severe congestion conditions.
It has been shown in [4], [10] that the AFLs does
not suffer from scalability problems.

III. EXTENSION OF FLOW-AWARE
NETWORKING TO AN IP OVER WDM NETWORK
ARCHITECTURE

Figure 4 proposes an architecture for the Mul-
tilayer Flow-Aware Networking (MFAN) node. As
it is illustrated, an MFAN node contains an op-
tical layer and its subsequent queue, which can
be used for routing traffic when the IP layer is
near congestion. Let us remind that the electrical
traffic aggregation of multiple flows in this queue
is carried out on the basis of an optical burst mode
transmission and an end-to-end light-trail. In other
terms, the aim of the MFAN architecture enables
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Fig. 4. Multilayer Flow-Aware Networking (MFAN) node
architecture.

to accept new flows at the transparent optical layer
which would otherwise be rejected at the opaque
IP layer.

Essentially, it is assumed that the QoS provided
by FAN at the IP level is sufficient. For this
reason, the extended Multilayer FAN node uses
the IP resources whenever it is possible (that is,
PL < Thpr, and FR > Thprpgr), and requests
extra optical resources once either PL or FR
falls out of their ranges. Therefore, the MFAN
solution does not try to improve the QoS provided
to incoming flows, but to increase the network
resource utilisation making an efficient use of the
optical resources.

In the MFAN architecture, the flows that use
the optical resources are stored in the PFLA list.
This list is looked up when incoming packets arrive
at the MFAN node, to see whether such packet
belongs to an already accepted flow or is part of
new flow arrival (see fig. 5). If it is a new flow, it
is first tried to be routed over the electronic layer
(whether PL < Thpy, and FR > Thpg). If the
flow is denied access to the IP layer, it then tries
the optical layer, first checking whether there is
any free wavelength, and secondly evaluating the
optical queue threshold (OQqy). If it is successful,
then the flow is accepted. The following defines
three different policies about what to do when
the optical layer accepts a flow in a situation of
congested electronic layer.

Newest-flow policy. Those incoming flows,
which cannot be accepted by the FAN queue, are
sent over the optical layer, only if the occupancy of
the optical queue is below a given threshold OQyy,.
Admission control is used also in the other two
policies.

Most-Active-flow policy. The flow with the
greatest “backlog” in the AFL (existing flow) is
bifurcated to the optical layer, thus releasing some
space in the electrical layer for new incoming
flows. As FAN provides information about the
implicit classification, no streaming flows are sent
through the optical queue. The reason is that the
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optical queue can not give them priority (let us
recall that the optical queue is a simple FIFO
queue).

Oldest-flow policy. With this policy, the flows
that have been around in the FAN queue are moved
to the optical queue, thus making space for incom-
ing ones. The age of flows is available by FAN
in the PFL, thanks to the incoming order to the
system. Like in the Most-Active-flow Policy, only
the elastic flows are transmitted over the optical
queue.

IV. EXPERIMENTS AND RESULTS
A. Simulation scenario description

To study the performance of the three different
policies introduced above, we have simulated a
scenario with four TCP/Reno and four UDP traffic
sources in a two-hop network (see Figure 6) using
ns2!. As illustrated, the light-trail (end-to-end
transparent optical link) has been simulated by a
direct connection between the first and the third
nodes, whereas the IP connection traverses all three
nodes. By sake of simplicity, one assumes that a
single light-trail is available at the optical layer.

This scenario considers the same input traffic
profile used in [4], [5] to validate FAN. Essentially,
flows arrive following a stationary Poisson process,
given the fact that the UDP sources (streaming

Uhttp://www.isi.edu/nsnam/ns/

flows) simulate phone calls and TCP (elastic) flow
arrivals are well-known to follow this distribution
(see [11]). The UDP sources are characterised by a
mean rate of 64 Kbps with on/off periods of 0.5 s,
and exponentially distributed duration with mean 1
min. On the other hand, the TCP job size follows a
truncated Pareto distribution with tail index 1.5 and
mean 1 KByte, always in the range of 8KBytes-
1MBytes.

According to [5], we have considered 80% of
the total traffic volume is TCP and the remaining
20% is UDP. The buffer sizes considered follow
the well-known rule of Q = RTT x C, as given
by [12]. The traffic load at the system was consid-
ered 110%, in order to study the admission control
mechanism. Thpy, is set to 80% and Thgrgr to
10%, [5].

With this configuration, we have focused on the
following performance metrics: rejection ratio or
percentage of incoming flows rejected at system,
mean delay of the streaming packets and average
goodput of the elastic flows.

Finally, the reader should note that the backbone
link capacity is 100 Mbits/sec, which is much
smaller than typical optical capacities, but signif-
icantly reduces the simulation time. The results
obtained with this value should remain for higher
capacities.

B. Implicit classification of FAN

As previously stated, FAN’s implicit classifica-
tion decides which flows are considered streaming
(high-priority) and which others are elastic (low-
priority). Following FAN’s architecture, a situation
with Fair Rate under a threshold indicates that
the system is congested due to the elastic flows,
whereas if the Priority Load threshold is exceeded
the flows causing congestion are the streaming
ones.

For instance, fig. 7 shows the evolution of Fair
Rate and Priority Load in the scenario described
in section IV-A. As shown, Fair Rate is out of
its nominal range, which means that the system
is heavily loaded due to the elastic traffic. This
is reasonable since 80% of the simulated traffic is
TCP. Thus, it makes sense to move the elastic flows
to the optical queue, in order to relief the IP layer.

Such implicit classification information can be
used by the Most-Active-flow and Oldest-flow
policies to move to the optical layer the “most
apropriate” flow in terms of congestion at the IP
layer. Clearly, the Newest-flow policy makes no
use of such information, since it just switches the
incoming flow to the optical layer.
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C. Admission control in the optical queue

This experiment aims to show the benefits of
introducing admission control in the optical queue,
since this was proposed in FAN to minimise the
service degradation that arises under congestion
situation. In this light, fig. 8 shows the results of a
simulation example that was carried out both with
and without admission control. In both cases, we
have considered the Newest-flow policy.

Figure 8 illustrates the average goodput for
the TCP flows and the mean delay suffered by
the UDP packets in the optical queue. As shown,
the case without admission control offers less
performance (high delay and low goodput) than
when admission control is employed. Indeed, this
is the case since, the more flows accepted (when
no admission control is used) the more load in
the queue. Furthermore, it is worth noticing that
it is possible to adjust a given desired QoS just by
varying the value of OQp.

D. Flow routing policies over the optical queue

This experiment aims to study the behaviour of
the three policies defined in section III: Newest-
flow, Most-Active-flow and Oldest-flow policies.
The difference among them is the choice of which
flow is to be transmitted over the optical queue.
Therefore, the following focuses on the perfor-
mance of the optical queue.
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Oldest-flow Policy
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Fig. 9.
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Fig. 10. Total number of UDP and TCP flows switched in the
optical layer (over 100 seconds).

Figure 9 shows the flow rejection ratio by the
admission control mechanism for the three policies,
with OQyy, in the range 10% to 90% of the total
queue length. As shown, the Newest-flow policy
gives the greatest rejection ratio, about 2% larger
than the other two policies in most of the cases. The
Oldest-flow and Most-Active-flow policies show
almost the same rejection ratio. In conclusion,
Most-Active- and Oldest-flow policies rejects less
incoming flows, thus permitting service to a greater
amount of traffic than the Newest-flow policy. This
is so given that the former two policies release the
IP layer more than the latter, since they take the
biggest flows out.

As previously stated, the simulation environment
generates UDP and TCP traffic, whereas only the
latter uses congestion control. In this light, fig. 10
depicts, for the three policies, the total number of
UDP and TCP flows switched in the optical layer
during the 100 seconds that the simulation lasts.

First of all, it is important to notice that only a
few UDP flows are routed over the optical layer in
the cases of Oldest- and Most-Active-flow policies.
This is because, with these two policies, only some
UDP flows are detected as elastic flows (false
positives). On the other hand, it can be seen that
the Newest-flow policy sends a greater number of
UDP flows through the optical queue. This has
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a tremendous impact on the performance of the
optical queue since the UDP flows, which do not
do congestion control, increases the overall delay
in the optical queue (see fig. 11).

Finally, fig. 12 shows the average goodput of
the TCP flows in the optical queue, for differ-
ent queueing threshold OQ;, values. Again, the
Newest-flow policy shows the worst results (that is,
low goodput values). Concerning the other two, the
Oldest-flow policy presents the best results among
the three policies, given that the number of TCP
flows accepted is smaller than those accepted by
the Most-Active-flow policy (see fig. 10 bottom).

The reason for this is that the Oldest-flow policy
is more accurate at detecting the heaviest flows,
since the Most-Active flow only considers the
“backlog”, which is a short-term measure of the
heaviness of the flows.

V. CONCLUSIONS AND FUTURE WORK

This work’s contributions are two-fold: First, it
proposes an extension to Flow-Aware Networking
architecture by including an optical layer. This
new extended architecture is a simple extension of
FAN which uses the same monitoring parameters,
but includes a new one (OQ:x) to keep FAN’s
admission control at the optical layer.

And, secondly, this work proposes and analyses
three different policies concerning the choice of
which flows are moved to the optical layer. The
simulations show that the best possible choice, in
terms of delay and goodput experienced by the
flows, is to switch the heaviest flows found in the
IP layer over the optical domain. This is possible
using the Most-Active- and Oldest-flow policies
which continuously monitor the current flows in
the IP layer. Among these two, the latter is more
accurate at detecting the heaviest flows or elephants
since it monitors flows over a longer period of time.

In future work, the authors shall investigate
the performance behaviour of MFAN nodes in a
complex topology and its impact in the optical
layer with limited resources. In addition to this,
other traffic profiles, such as P2P and Grid, shall
be studied.
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